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INTRODUCADO:

A IA é uma tecnologia inovadora que esta mudando varios setores da sociedade,
como educagao e saude, e incluindo assistentes virtuais como Alexa, Google Assistant e
Watson da IBM. Ao ter a habilidade de analisar grandes quantidades de informacgdes e
absorver a partir delas, a inteligéncia artificial traz avangos importantes, porém também
suscita questdes intrincadas, especialmente relacionadas a seguranca e protecao de
informagdes pessoais.

Nessa situacao, a Lei Geral de Protecédo de Dados (LGPD) do Brasil € essencial para
garantir que a utilizagdo de dados pessoais por tecnologias de |A ocorra de forma segura e
ética. Este estudo tem como objetivo avaliar se os métodos de protecdo de dados
empregados por sistemas de IA como Alexa, Google Assistant e Watson atendem aos
requisitos estabelecidos pela LGPD. Através de uma analise minuciosa, buscamos
encontrar pontos de concordancia e discordancias potenciais, ressaltando a necessidade
de regulamentacbes especificas para garantir a protecdo dos direitos dos usuarios e
promover a confianga no uso dessas tecnologias.

A |A tem sido prevista como uma das tecnologias mais poderosas e revolucionarias
da era digital. Seu uso em diferentes setores, como educacgéo, saude e assistentes virtuais,
esta influenciando o caminho da interagdo entre humanos e tecnologia. Contudo, esse
rapido avango da tecnologia apresenta desafios importantes, especialmente no que diz
respeito a privacidade e seguranca dos dados pessoais.

A importancia deste estudo é a urgéncia de avaliar e garantir que estes sistemas de
IA, estejam em conformidade com a Lei Geral de Protecdo de Dados (LGPD) do Brasil. A
LGPD define diretrizes precisas para o manejo de informagdes pessoais, com o objetivo de
garantir os direitos essenciais de liberdade e privacidade das pessoas. Seguir a LGPD nao
€ apenas um requisito legal, mas também uma preocupacéo de confianga e protegao para
os usuarios. Esta tarefa é essencial para identificar potenciais lacunas e sugerir melhorias
nos mecanismos de protecdo de dados de |A garantindo que os beneficios destas
tecnologias nao sejam ofuscados por riscos de privacidade.

As possiveis consequéncias deste estudo sdo amplas, incluindo desde a promogao
de um ambiente digital mais seguro e ético até o aumento da confianga do publico no uso
de tecnologias avangadas. E esta colaborando com investigacbes académicas e
legislativas sobre a regulacdo da inteligéncia artificial, impactando politicas publicas e
estratégias corporativas que estdo moldando o destino da sociedade digital.

O principal objetivo deste projeto € analisar se os métodos de protecdo de dados
usados por sistemas de inteligéncia artificial, estdo em conformidade com os requisitos da
LGPD no Brasil. Com o proposito disso, foram definidas metas especificas que irdo orientar
a pesquisa de forma organizada.

Inicialmente, sera realizada a identificacdo e descricdo dos mecanismos de proteg¢ao
de dados que os sistemas de IA est&o utilizando atualmente, ressaltando suas principais
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caracteristicas e funcionalidades. Apds isso, faremos uma analise critica comparativa para
verificar se esses métodos estdo de acordo com os principios e requisitos da LGPD, tais
como consentimento, transparéncia, minimizagdo de dados e segurancga.

Além do mais, o objetivo do projeto é encontrar falhas e fragilidades potenciais nos
sistemas de protecdo de dados, analisando os perigos relacionados ao uso dessas
ferramentas e alertando formas de reduzir esses riscos. Com base nessa avaliagao, serao
elaboradas diretrizes e sugestdes para melhorar a conformidade dos sistemas de IA com a
LGPD, garantindo uma protecédo de dados mais sélida e eficiente.

Finalmente, a iniciativa colabora para a investigacdo académica e legislativa sobre
a regulamentacao da inteligéncia artificial e da seguranca de informagdes pessoais,
apresentando perspectivas e perspectivas que podem influenciar a formulagao de politicas
publicas e estratégias corporativas. Desta forma, procure-se garantir uma avaliagao
abrangente e minuciosa da aderéncia dos sistemas de inteligéncia artificial a legislagao do
Brasil, incentivando o aprimoramento continuo da seguranga de informagdes pessoais
diante das novas tecnologias.

Este estudo, apesar de abranger amplamente a analise da conformidade dos
meétodos de protegcado de dados de sistemas de inteligéncia artificial com a LGPD, possui
algumas restricbes a serem levadas em consideragao. Inicialmente, o estudo foca em trés
sistemas de |A especificos e sua popularidade e ampla utilizagdo desses sistemas limitam
a generalizacdo dos resultados para outras plataformas de IA com metodologias de
protecao de dados diferentes. Uma outra restricao diz respeito a obtencéo de informacdes
fornecidas sobre os mecanismos internos de protecdo de dados usados por essas
tecnologias. Apesar de se basear em informagdes publicas e dados fornecidos pelas
empresas, algumas praticas internas podem nao ser completamente transparentes ou
acessiveis ao publico, o que pode afetar a extensao da avaliagio.

Além disso, a pesquisa se baseia na lei atual no Brasil, a LGPD, o que pode restringir
a utilizagao dos resultados em cenarios internacionais com regulamentagdes de protecao
de dados distintas. A variacédo das leis em diferentes regides pode exigir ajustes nas dicas
e sugestdes para serem utilizadas em diferentes nagdes. A rapida progresséo da tecnologia
de IA e das leis relacionadas também se configura como uma dificuldade. Durante o periodo
da pesquisa, € possivel que haja novos avangos tecnolégicos e mudangas nas leis de
protecdo de dados, o que podera impactar a pertinéncia e contemporaneidade das
sugestdes. Finalmente, existe a restricdo inata as avaliagdes teoricas e de literatura, que,
embora sejam essenciais, podem nao abarcar totalmente a complexidade das aplicacbes
praticas de seguranca de dados em diversos contextos de utilizagdo de sistemas de IA.
Para contornar parcialmente esse obstaculo, propde-se conduzir pesquisas futuras que
englobem analises praticas e avaliagbes no terreno.

PROBLEMA DE PESQUISA:

A importancia do assunto € que a regulacéo da inteligéncia artificial e a seguranca
dos dados pessoais se destacam como questbes extremamente relevantes para a
sociedade atual. O progresso da tecnologia e a cada vez maior incorporagao de sistemas
de IA em diferentes areas exigem uma urgéncia de garantir a seguranga e a privacidade
dos dados dos usuarios. Assim, o objetivo deste estudo € discutir esse ponto crucial,
inserido no contexto social, juridico e tecnologico.

A relevancia pratica-tedrica esta relacionada com a avaliagdo da regulacdo da
inteligéncia artificial e da protecdo de dados, abordando ndo apenas os problemas atuais,
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mas também prevendo possiveis situagdes futuras. Assim, a pesquisa ndo sO ajuda a
entender a situacgao juridica e tecnoldgica atual, mas também oferece dados importantes
para a criagao de politicas publicas, praticas empresariais e estratégias de conformidade.
Além disso, a parte tedrica do estudo ajuda a progredir o entendimento cientifico ao
identificar falhas e sugerir novas abordagens sobre o assunto.

Com relacédo as contribuicdes previstas, esperamos que este estudo proporcione
contribuigbes importantes tanto no ambito pratico quanto no ambito académico. Com
relacdo a pratica, visa-se oferecer suporte para a criacdo e execugao de politicas de
protecdo de dados em conformidade com a regulamentagdo de IA incentivando o uso ético
e responsavel da tecnologia. No ambiente académico, procura-se enriquecer a discussao
juridica e tecnoldgica com uma analise critica baseada em uma teoria solida, gerando
reflexdes importantes e estimulando pesquisas posteriores sobre o tema.

E, por ultimo, é extremamente importante como pergunta geral. Como garantir o
cumprimento das leis de protecdo de dados num contexto onde a inteligéncia artificial é
cada vez mais integrada em diferentes areas da sociedade, levando em conta os desafios
atuais e futuros?

OBJETIVO:

O objetivo deste estudo €& analisar, revisar, investigar e avaliar a questdo da
regulamentacdo da inteligéncia artificial dentro em relagdo a Lei Geral de Protegdo de
Dados.

O objetivo especifico € analisar a literatura sobre regulamentacao por meio de livros
e artigos, além da revisdo do PL 2.338/2023 que trata da regulamentagao da inteligéncia
artificial no Brasil proposta pelo Senador Rodrigo Pacheco (PSD-MG) e protecédo de dados
pela Lei. Aprovada pelo entdo Presidente Michel Temer, a lei 13.709/18 visa garantir os
direitos essenciais de liberdade, privacidade e formacdo da personalidade de cada
individuo.

Estudar as estratégias empregadas para garantir a conformidade as leis de protecao
de dados na area de inteligéncia artificial, conforme abordado por autores como Fabiano
Hartmann Peixoto, Marina de Alencar Araripe Coutinho, Leonardo Netto Parentoni e outros.

Examinar o efeito da inteligéncia artificial na seguranga dos dados pessoais,
utilizando fontes como noticias cientificas e dados académicos de estudos prévios.

Analisar se as medidas de seguranga de uma inteligéncia artificial especifica, como
a Alexa, que utiliza informagdes pessoais para identificar visualizagdes dos usuarios, como
para musicas, agenda, compras e pesquisas, o Google Assistant, que utiliza dados para
compras, pesquisas e localizagdo, além de rastreamento, e o Watson da IBM, que lida com
aplicagdes dos usuarios em areas como saude e finangas, estdo em conformidade com a
LGPD.

METODOLOGIA:

A pesquisa sera conduzida em etapas que incluem a escolha de uma abordagem
exploratéria e descritiva, utilizando métodos qualitativos e quantitativos para analisar a
regulamentacao da inteligéncia artificial e sua relagdo com a protecado de dados pessoais.
O estudo abrangera as normas internacionais relacionadas a inteligéncia artificial e a
privacidade de dados. A selegao incluira documentos legais, artigos cientificos e relatorios
técnicos relacionados ao assunto. A obtencéo de dados sera feita por meio de pesquisa em
bibliotecas, analise de documentos online e o método de analise sera feito de forma
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qualitativa, utilizando técnicas de analise de conteudo e interpretacdo de documentos, além
de analises quantitativas com ferramentas de estatisticas para quantificar padrbes e
tendéncias.

RESULTADOS ALCANCADOS:

A inteligéncia artificial (IA) € uma maquina que possui a capacidade de processar
dados de forma analoga aos seres humanos, simulando a habilidade de pensar,
compreender e responder a informagdes, aprender e estabelecer conexdes (Zandesk,
2024a).

A |A teve inicio em 1943, quando Warrer McCulloch e Walter Pitts desenvolveram o
primeiro modelo de redes neurais. Apesar dos trabalhos anteriores, como "Man-Machine"
de 1748 de Julien Offray de la Mettrie, eles exploraram ideias semelhantes, McCulloch e
Pitts sdo geralmente considerados os pioneiros no emprego de redes neurais artificiais para
simular processos cognitivos humanos.

Em 1956, um momento importante na histéria da inteligéncia artificial ocorreu
durante a Conferéncia do Dartmouth College, quando John McCarthy modificou o termo
"inteligéncia artificial" pela primeira vez. Neste encontro, especialistas e académicos
debateram sobre a previsdo de desenvolver maquinas com habilidades cognitivas
comparaveis as dos seres humanos, inaugurando a era da Inteligéncia Artificial como area
de estudo cientifico (Zendesk, 2024Db).

A inteligéncia artificial tem sido utilizada na area da educagéao, levantando questdes
éticas. Du Boulay (2022) analisa o desenvolvimento da inteligéncia artificial desde os anos
70 até sua aplicacdo atual, abrangendo ferramentas direcionadas para estudantes,
educadores e gestores. Com a crescente sofisticacdo na coleta e analise de dados,
surgiram questdes sobre privacidade, autonomia e preconceitos nos algoritmos,
destacando a importancia da ética no desenvolvimento da IA. Danilo Cesar Maganhoto
Donada, especialista em prote¢cao de dados e privacidade, ressalta a necessidade de se
atentar as consequéncias da inteligéncia artificial na privacidade dos usuarios,
principalmente em areas delicadas como saude e finangas. Ele utiliza sua vivéncia na
ANPD e na CJSUBIA para contribuir.

O progresso da inteligéncia artificial foi impulsionado pelos avangos tecnologicos nas
décadas de 1990 e 2000. A utilizacdo de algoritmos de machine learning e deep learning
possibilitou a detecgao de sistemas padrées complexos em extensas bases de dados. Além
do mais, avancos na area de processamento de linguagem natural, processamento de
imagens e processamento de video tiveram um grande impacto no avango da inteligéncia
artificial (Zendesk, 2024c).

De acordo com (Inglada Galiana et al., 2024), a ligag&o entre a ética e a inteligéncia
artificial na area da medicina é fundamental, pois deve garantir que a tecnologia seja
segura, justa e respeita a privacidade dos pacientes, garantindo a precisdo dos diagnosticos
e a equidade no tratamento e na privacidade dos dados. Apesar dos avangos na medicina
promovidos pela IA poderem melhorar consideravelmente a prestacdo de cuidados de
saude, é crucial, na visdao de Galiana, que esse progresso seja guiado por uma forte
consideragao ética, envolvendo pacientes, profissionais de saude e especialistas em ética.

IA & um campo interdisciplinar que tem amplas implicagbes, ressaltando a
importancia de mudangas diarias e legais. De acordo com a proposta de regulamentagao
da Unido Europeia sobre Inteligéncia Artificial de 2021, elaborada pela Comissao Europeia,
a |A esta sendo alvo de legislagéo inovadora que podera influenciar outros paises no futuro.

Anais Eletronico do | CDU - Congresso de Direito UniCesumar 645
UNICESUMAR - Universidade Cesumar @UniCesumar



| Congresso de Direito
UniCesumar

& unicesumar ISBN: 978-65-986306-0-7

Aoy

A maneira como a Europa aborda a IA é regulamentar, baseada no risco e impde
responsabilidades. Para Monteiro, a protecdo de dados na Unido Europeia afeta
globalmente e aponta para a necessidade de unificagao das leis de protegdo de dados em
varias jurisdigdes.

A regulacao da Inteligéncia Artificial, seja através de uma abordagem rigorosa de regulagéo
europeia ou do projeto de lei brasileiro, mostra os desafios trazidos pela tecnologia e a
importancia dos sistemas juridicos se ajustarem. A regulagdo pode estabelecer requisitos
para os sistemas de |IA a fim de evitar impactos negativos nos direitos fundamentais
(Menengola, Gabardo, & Gonzalez Sanmiguel, 2021; Hartmann Peixoto & Araripe Coutinho,
2024).

Aléem do mais, a regulagdo da Inteligéncia Artificial € uma dificuldade mundial,
conforme evidenciado pela Proposta de Lei do Senado n. No Brasil, foi criada a Lei
5.051/2019 com o objetivo de estabelecer diretrizes para o uso de inteligéncia artificial no
pais. A IA esta cada vez mais sendo utilizada em diferentes areas, tais como educagao,
medicina e assistentes virtuais como Alexa, Google Assistant e Watson da IBM, conforme
ja indicado.

Fabiano Hartmann Peixoto e Marina de Alencar Araripe Coutinho (2024) discutem
em seu artigo a importancia da regulamentacdo adequada para inteligéncia artificial,
enfatizando o Projeto de Lei do Senado n°® 5.051/2019 como ponto de partida no Brasil.
Eles destacam a importancia de levar em conta principios éticos e técnicos ao formular
politicas regulatérias para garantir a conformidade com a legislagdo, como a Lei Geral de
Protecdo de Dados (LGPD).

No que diz respeito ao efeito da inteligéncia artificial na sociedade, tem mudado
diversos aspectos, como o local de trabalho, a produgao artistica e a protecado de dados.
No local de trabalho, a troca de trabalho humano por inteligéncia artificial gera debates
sobre o destino do trabalho e a importancia de se ajustar a essas mudancgas. Além do mais,
o uso da inteligéncia artificial na produgao artistica suscita questbes éticas ligadas as
modernidades e a identificagdo dos criadores. Assim, a protecdo da informacgao € crucial,
ja que a inteligéncia artificial necessita de muitos dados e seu uso gera preocupagdes sobre
a privacidade e o controle dessas informagdes (Zendesk, 2024d).

Leonardo Netto Parentoni, Rony Vainzof e Renato Leite Monteiro (2024)
complementam essa discussdo ao compartilhar suas experiéncias como consultores e
especialistas em protecao de dados. Parentoni ressalta a relevancia da transparéncia nos
algoritmos de inteligéncia artificial, ao passo que Vainzof destaca a importancia de uma
postura proativa na regulamentagéo, como evidenciado em sua obra "O Legal Innovation -
O Direito do Futuro, o Futuro do Direito". E crucial analisar se os métodos de protecdo de
dados das IA mencionados estdo em conformidade com os critérios da LGPD nesta
situacao. Isso inclui a garantia da transparéncia no uso de informacdes, a seguranca dos
dados, a concessdo de consentimento dos usuarios e a redugcdao de dados, em
conformidade com a legislagéo de prote¢cado de dados do Brasil
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